
000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

ECCV

#***
ECCV

#***

Predicting MBTI Personalities based on
Language Usage by Natural Language

Processing Algorithms

Te-Yuan Chen, Yiyan Huang

The University of Texas at Austin

Abstract. Using machine learning to predict personalities is not only
beneficial for customizing users’ experience of interacting with products,
but could further improve their experience of using artificiall intelligence
products. This paper used natural language processing algorithms to pre-
dict MBTI personalities and extend the dataset scope to include Azure
sentiment score and social media posts to testify prediction performance.
It compared models of GRU, LSTM and RNN with different hyperparam-
eters of node numbers, dropout regularization and epochs, and found the
best prediction accuracy of 0.938. Meanwhile, it measured the influence
of Azure sentiment score on prediction accuracy and the effectiveness
of algorithm in predicting Tweets. Although results find the latter two
efforts futile, the prediction results might be improved in the future by
expanding dataset and incorporating more features.

1 Introduction

Motivation Personality categories are widely used for team building and division
of tasks. Applications and products on social networks and team management
tools also built their framework based on personality matching too. The appli-
cation of personality prediction algorithm could also improve user experience
with customized information presented, creating segmented markets and attach-
ing characters to AI products with personality traits users are comfortable with.
It could also address pain points such as those when users are asked to fulfill
their own personalities, they expressed concerns of agnostics and dishonesty in
fulfilling personality.

Studies showed high correlation between personality reflected and the language
and text expressed by subjects. Two popular psychological personality assess-
ments are the Big Five and Myers Briggs Type Indicator (MBTI). The Big Five
measures personality with scores whilst MBTI defines 4 binary classes extending
4 scales, including Extraversion (E)-Introversion (I), Sensing (S)-Intuition (I),
Perception (P) - Judging (J), Feeling (F)-Thinking (T). Previous studies also
showed a higher feasibility of predicting MBTI in comparison with the Big Five.
Using MBTI as the framework for measuring personality traits is more suitable
for making predictions based on machine learning as well as future application
in various products.
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Literature Review Previous studies covered using Twitter and other social media
to make MBTI predictions [1–4]. The algorithms they used to predict person-
ality included Naive Bayes and Support Vector Machine(SVM)[5, 6]. However,
we didn’t see papers that use the RNN model to analyze language data and
build a model. Meanwhile, we used the Kaggle open dataset with data collected
through the Personality Cafe forum, whose MBTI labeling is more accurate be-
cause users labeled personalities by themselves. We also found previous studies
only used traditional classification methods whilst the RNN model was rarely
utilized.

To this end, we will use deep learning algorithms in natural language processing,
i.e. RNN to predict the personality of people based on things users spoke or
texted on the forum. We use a new dataset seldomly used in previous studies
but with clear labels on MBTI. We expect to see a higher accuracy in this
model because RNN is strong in analyzing time-series data, making classification
predictions and widely used for natural language processing.

2 Related Work

Relations between Personality Categorization and Language Use. Studies on psy-
chology and linguistics consolidated the correlation between usage of natural
language and personality prediction. Previous studies by psychologists and lin-
guists used content analysis of sample texts to match its consistency with the
self-evaluation on personality modes of subjects. Robert and Douglas studied
the relation between language people used for self-expression and the responsi-
ble personality traits of thinking-feeling scale of MBTI. They observed significant
correlations between the content analysis of verbal samples and subjects’ self-
evaluation score on the thinking-feeling scale. Gender is also a factor they used in
measuring subjects’ MBTI scores [7]. Digman and Takemoto-Chock attempted
to compare previous classical studies and extracted 5 factors in cognitive analysis
consistent in previous studies [8]. Lee et al. used Korean language to study the
connection between personality assessment results and language use. Studying
Myers-Briggs (MBTI) and the 5-Factor Inventory allows them to find that per-
sonality was significantly related with linguistic factors [9]. Isbister and Nass’s
study showed that participants could accurately identify extroverted language
as significantly more extroverted than the introverted language [10].

This work is developed based on theories on the connection between lan-
guage and personality. Further, we will use algorithm to make predictions with
reference to previous linguistic content analysis for predicting personality.

Personality assessment and social media. With the development of machine
learning, the academic community started to explore the prediction of personal-
ity of authors across different media. Recently, machine learning for predicting
personalities by using social media data is more popular. Celli and Lepri com-
pared the accuracy of predicting 2 prominent psychological tests for personality
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assessment and found out that MBTI with 4 binary classes defined and 16 person-
ality types in combination. They found out that MBTI has better performance
with algorithms trained than the Big Five [1]. Ahmad and Siddique studied the
performance of gradient boosting algorithm trained with Kaggle MBTI dataset
and spotted performance improvement[1]. Wang collected the latest 200 tweets
from Twitter users with MBTI marks and studied the features of n-grams, Twit-
ter POS tags, word vectors to make predictions [3].

Some previous work combine user profile on social media accounts and lan-
guage for analysis, and most of these studies use Twitter data. This work used
a new dataset with information from a personality forum.

Training NLP model to predict personality. Several pieces of work have used
machine learning algorithms to learn from language and predict personality. In
order to extract useful semantic features into models, there are some methods like
LIWC, n-grams can help [11, 4]. After pre-processing, people will use algorithms
like Naive Bayes and Support Vector Machine(SVM) to predict classification[5,
6]. Moreover, there are some models like Logistic Regression [4] and Gradient
Boosting Model [12].

To be different from the above research, we will try to use the RNN/GRU/LSTM
models for predicting personality with words. Furthermore, we will also try dif-
ferent feature extraction methods to get unique word features.

Application of Predicting Personality Algorithm with Social Media Data. Sev-
eral studies explored the usage of personality predicting algorithm with using
social media data. Golbeck et al. used people’s personal profiles displayed on-
line to predict their personalities and highlighted that the implications of this
research include improving friends suggestions, revealing actual personalities of
users to augment the popularity of platforms, online marketing, career planning
and improving ways of information presented on social media to keep in line with
personal traits of users [13]. There are also cases where the trained algorithm
on predicting personality could be used in spam tracking, anti-social personal-
ity traits and education. Ezpeleta et al. used personality features to improve
the prediction accuracy of spam messages [14]. Wald et al. predicted the Dark
Triad traits, i.e. narcissism, Machiavellianism and psychopathy with social media
data and explored the feasibility of identifying anti-social traits for psychological
interruptions [5]. Tlili et al. studied how MBTI personalities influenced users’
experience with computer-based learning tools [15].

This work is motivated by these work and hopes to further discuss the ap-
plication of trained algorithm in predicting personality.

3 Methods

This research expects to 1) compare the performance on accuracy and precision
of different algorithms with optimal hyperparameters in predicting personality,
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2) train an algorithm based on the results in the previous step to make predic-
tions of personalities, and 3) improve the prediction accuracy and precision than
the baseline.

To realize this, we will first clean the data downloaded from Kaggle, including
the label and the data. For the labels, the original dataset provided 16 categories
of MBTI personality (such as INTP, ENTJ), which we will use one-hot encoding
to code data that Tensorflow could recognize. For the data, the original dataset is
sentences put up with by users, which includes a variety of punctuation, symbols,
or distracting factors. We will remove or modify them to preprocess the data first
to make them recognized by algorithm, then transform words into numbers and
use the whole sentence as one feature as prevalently used in NLP for processing
data. Afterward, we will split the dataset into training, validation, and test
dataset (80/10/10).

Then we will train RNN, GRU and LSTM and find out the best hyperpa-
rameters to see which algorithm has the best performance in predicting the test
dataset. We will run the other experiment by including the feature of “sentiment”
extracted by Azure and explore whether the joining of this feature engenders bet-
ter prediction results. We will also testify the application of this algorithm by
inviting classmates to provide a sentence in their email or social media to see if
the machine could predict their personalities correctly.

4 Experimental Design

Experiment1: Comparing the performance of different algorithms in predicting
personalities We compared the performance of RNN, GRU, and LSTM in mak-
ing predictions by using the training split for training and validation split for
finding their optimal hyperparameters. We explored the optimal value of node
number, regularization method of dropout, and epoch number for hyperparame-
ters. The Dataset we used is the (MBTI) Myers-Briggs Personality Type Dataset
posted by Mitchell J. on Kaggle, which contains the forum posts from users in dif-
ferent personalities. The baseline we made a comparison with is the performance
of LSTM model (1 embedding layer + 1 LSTM layer + 1 DNN layer, hyperpa-
rameters include 64 nodes, relu as activation function, and adam as model opti-
mizer) with an accuracy of prediction of 0.22 (https://www.kaggle.com/uplytics/tensorflow-
2-0-lstm-model). The accuracy performance of algorithms on training and test
splits is used as the evaluation metric.

Experiment2: Comparing the performance with features that include the sen-
timent score extracted from Azure with the performance of algorithms trained
merely with the original dataset We used Azure cognitive service to extract the
sentiment score of the sentences and included the score as a new feature to the
original dataset. Using the optimal hyperparameters and algorithm from Ex-
periment 1, we compared the prediction performance on two different datasets
to see if sentiment could improve the accuracy. Datasets we used are the one
same as above and one combined with Azure sentiment score. The baseline we
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made a comparison with is the performance algorithms in the previous step.
The accuracy performance of algorithms on training and test splits is used as
the evaluation metric.

Experiment3: Predicting personality by inputting Twitter posts After the previ-
ous experiments and trained out the algorithm with the best performance, we
randomly selected 16 people with 10 different personality categories by search-
ing hashtag along with personality types, and collected his or her latest tweets
to make a 500-word entry for each person. We expected to learn whether the
trained algorithm above could make similar great predictions with the new Twit-
ter dataset. Similar to above, the dataset we have been using is the Kaggle MBTI
dataset and the baseline will be the accuracy of the algorithm trained with the
best performance in testing and training.

5 Experimental Results

Experiment1 We testified the performance of different hyperparameters includ-
ing epochs, nodes and dropout regularization with the validation split to compare
prediction accuracies of different algorithms. To have a better view of the perfor-
mance of regularization method, we also reported the performance of different
combination on the test split. The results are shown as Fig. 1 (Figure 1). In
general, we can observe that the prediction accuracy improves with increasing
nodes. With the regularization of dropout, the algorithm performance on the
test dataset is more satisfying. But when the epoch increases, the algorithm is
trained overfitted and the accuracy drops. Comparing different algorithms, we
found that both LSTM and RNN achieved the best performance in testing but
LSTM has a more stable performance with or without regularization. In light of
this, the combination of 256 nodes, 1 epoch, dropout regularization and LSTM
delivered the best results both on training and testing. The best prediction ac-
curacy is 0.938, higher than the baseline model LSTM model (1 embedding layer
+ 1 LSTM layer + 1 DNN layer, hyperparameters include 64 nodes, Relu as ac-
tivation function, and Adam as model optimizer) with an accuracy of prediction
of 0.2. We selected this combination to continue next experiments.

Due to the limit of GPU on computation, we only try out three algorithm
with 3 hyperparameters. More attempts could be made in the future to include
more algorithms and hyperparameters for making comparisons, such as SVM
and other algorithms. For more prominent comparisons, change of algorithm
structures and layers could also be considered.

Experiment2 We used Azure Cognitive Service to measure the sentiment score
of each row of data, and combined the data into the original processed dataset
to compose a new feature. Using the same parameters as Experiment 1, we
found the accuracy scores of dataset with sentiment index are respectively 0.938
for validation and 0.934 for the test split, slight lower than that with original
dataset. Instead of improving the prediction accuracy, the new feature of sen-
timent lowered the prediction performance on the test split. It indicates that
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Fig. 1. Prediction of accuracy with different algorithms and hyperparameters

the sentiment extracted from sentences does not have direct relationship with
personality prediction.

In the future, we might consider to try out different features extracted by
Azure to see if this would help further improve algorithm performance. Mean-
while, future studies could also explore more features extracted from the original
data to see if the performance will be improved.

Experiment3 The predicted categories and actual labels are shown in Figure 2
(Figure 2). Statistically, the accuracy of prediction is 0. We unfortunately found
none of the 16 labels are predicted correctly. But when we further dissected the
prediction and actual label, we found in many cases, only one of the 4 binary
categories is attached with a wrong label, such as ENTP vs. ENTJ, INFP vs.
ENTP. We measured the accuracy of predicting values in the single category, and
found the accuracy scores for E/I, N/S, T/F, and P/J are respectively 50.00%,
68.75%, 43.75%, 37.5%. It is likely to deduce that for the current algorithm,
it is easiest and most likely accurate to predict the label of N/S (intuition vs.
sensing), while most difficult to predict P/J (perceiving vs. judging). The reason
for the low accuracy in predicting Tweets might be that social media posts are
different from their posts on special psychological forums. It indicates that the
purpose and channels of texts used by users might cause inaccuracy in personality
prediction.

Future studies might explore different datasets and forms of text input to
testify the performance of algorithms, such as transcripts from human interaction
with Alexa and email texts.
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Fig. 2. Predicted results and true labels of predicting Tweets.

6 Conclusions

This paper used natural language processing algorithms to attempt to predict
people’s personalities and extend the data scope to include Azure sentiment
score and social media posts. When deciding on the algorithm to adopt and
optimal hyperparameters, we found that compared to RNN and GRU, LSTM
has a better performance in accuracy and stability on personality predicting
as shown by the training and testing dataset. With optimizers of 256 nodes,
dropout regularization and 1 epoch, the prediction accuracy could reach 0.938,
higher than the baseline algorithm. Meanwhile, when we attempt to include a
new feature, the sentiment score from Azure, the accuracy for training is not
changed but that for testing is slightly dropped. It indicates the inefficiency of
sentiment score in predicting personalities for the current algorithm. Although
the prediction performance on Tweets is not very satisfying, this paper found
different performance in predicting different categories. It could be a future di-
rection of improving the algorithm performance. Also, the language and styles
users adopted for different media platforms and channels varied, which led to the
inaccurate prediction results. It would be interesting to further develop this re-
search in the future by combining voice tones, visual movements and posts from
different platforms to make more accurate predictions on peoples’s personality.
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